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From Logits to Hierarchies: Hierarchical Clustering made Simple

CIFAR-10

NMI (→) ARI (→) ACC (→) LP (→) DP (→) LHD (↑)
TreeVAE 0.414 0.313 0.497 0.523 0.341 0.410

L2H-TCL 0.785 0.744 0.868 0.877 0.733 0.398

CIFAR-100

NMI (→) ARI (→) ACC (→) LP (→) DP (→) LHD (↑)
TreeVAE 0.199 0.098 0.228 0.242 0.103 0.484

L2H-TCL 0.547 0.215 0.343 0.437 0.218 0.351

Table: Performance of our L2H approach implemented on top of the TCL flat clustering model on CIFAR-10 and CIFAR-100
datasets. Note that the TCL model does not adopt pre-trained embeddings and rather operates on data space. We report for
comparison TreeVAE, the best performing baseline, that is still markedly outperfomed by our approach, even when not
leveraging pre-trained embeddings to train the flat backbone model.

NMI (→) ARI (→) ACC (→) LP (→) DP (→) LHD (↑)

TreeVAE+CLIP 0.665 0.285 0.255 0.255 0.181 0.285
L2H-TEMI 0.778 0.565 0.682 0.701 0.502 0.298

L2H-TURTLE 0.917 0.831 0.896 0.897 0.803 0.235

Table: Performance on the CIFAR-100 dataset between TreeVAE trained on CLIP embeddings, and L2H-TURTLE, L2H-
TEMI. The performance of TreeVAE improves if trained on CLIP embeddings, but it is still far from the performance of
our approach (L2H-TURTLE, L2H-TEMI). Notably TreeVAE takes more than two hours on a GPU to train while e.g.
L2H-TURTLE has a total runtime of less than two minutes.
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