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To our grandchildren
who will live with the consequences of what we say here
and who will probably invent something better than
anything we have imagined.
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JAMES BURKE

Foreword

In the nineteenth century, a French cleric noted
the regular patterns in which crystals broke when
he tapped them with his little hammer, and in
consequence, a century later x-ray diffraction
techniques made possible the discovery of DNA.
A Scottish scientist once kept a soap bubble in-
flated for three years and now we have clingwrap.
In the seventeenth century, Otto von Guericke
rubbed a sulfur-ball model of the Earth (trying to
find out why compass needles dipped) and acci-
dentally discovered electricity.

The serendipitous nature of the “knock-on”
process that follows innovation and discovery
triggers a domino effect of unexpected changes
that ripple through society, reshaping it in subtle
ways often not observed at the time because most
of what is changed tends to be local detail.

Thus, after the change, we use a car instead of
a horse-drawn buggy; the postage stamp makes it
easier to keep in touch; aniline dyes brighten up
the world; we switch from earthenware to iron
cooking pots. Almost always, in separate and ap-
parently unrelated ways, the change makes life a
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little easier, healthier, more comfortable. Thanks to science and technology,
we are undeniably the wealthiest, healthiest, longest-living people in history.
So even though new products tend to be a surprise, the individual welcomes
their short-term benefits, heedless of any larger ramifications.

The same attitude holds, in the main, among those who direct our affairs.
The major public and private social institutions that provide continuity in our
society are often themselves the source of these scattershot changes, since they
are the ones who foster and develop innovation, initially in the interests of sur-
vival either in the marketplace or in war.

But in important ways, such institutions as decision hierarchies, the law, the
sovereign community, the male-female relationship, and commercial struc-
tures have changed little since the Stone Age. There seems to be a widening
gap between these essentially backward-looking, slow-to-change entities—
within whose guidelines we live our lives—and the constant innovations of
institution-driven technology, which in myriad subtle ways alter what we per-
ceive those institutions’ purposes to be.

It seems clear, for instance, that the rampaging speed with which recent in-
formation media have given us a new view of the world has far outstripped
our educational system’s ability to prepare us. And the more those same infor-
mation media offer new insights into the processes of government, interna-
tional relations, or global environmental issues, the more frustrated we be-
come at our inability to gain meaningful access to our institutional
“representatives.”

That the institutions have survived so long almost intact is a measure of
how much of our innovative efforts have so far been concentrated on provid-
ing as many people as possible with the bare necessities, and how little effort
we have spent on diffusing power outward from the institutions into the com-
munity. As a result, we approach what is likely to be the greatest acceleration
in the rate of technological and social change since the advent of the printing
press, largely unprepared, both personally and institutionally.

It seems clear that the next fifty years will see radical changes in almost every
aspect of life, and above all in the relationship between the individual and the
institution. Most institutions will cease to exist in their present form. How-
ever, in a world of informed, empowered individuals, where change may be
the only constant, what instruments will exist to ensure social stability? What
form will they take? When communications technology removes from the in-
dividual the constraints of space and time, what will happen to community
identity? Whose law will rule in cyberspace? If we use the technology to foster
and preserve the immense diversity of the human race instead of molding it to
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a single Western model, how will we avoid confusion? With a thousand tele-
vision channels, what will happen to the social glue of shared values and com-
mon knowledge? What meaning will standards have, when everybody is his or
her own publisher? As knowledge-manufacture by machines speeds beyond
our ability to manage it, will we give up trying and retire into cocoons of vir-
tual reality?

The problem with these and similar questions is that they may be the
wrong questions. Gutenberg’s detractors worried about the way print would
cause disastrous loss of memory. Mainframe makers in the 1950’ were
daunted by the thought of an American national market requiring at most five
computers. Critics of the telegraph asked, “What would Maine want to say to
Texas?” Inevitably we are constrained by our historical context. So we inter-
pret events, trends, and the effects of innovation in the light of what we know
to be the facts. Trouble is, a fact today may not be a fact tomorrow. So how do
we think ourselves outside the box?

One way to start is to read this book. Here the authors look at the major
areas of information and communications technology which will generate
change over the next fifty years. In one sense, they are thinking backwards
from the future, rather than tracing a path from here to there and becoming
caught in the prediction trap. In that sense, this book is a primer for how to
think about innovation and its social consequences.

One of the most exciting aspects of information technology is that as it ren-
ders the world ever more complex and fast-changing, as it reduces the cycle
time between innovation and effect, and as it inextricably and interactively
brings us all closer to each other on the network, at the same time making it
possible for each of us to live more individual lives than ever before, the speed
and scale at which the systems operate may also offer us the opportunity to
look for and find patterns in the process of change.

Will that ability give us a kind of ephemeral shifting, temporary control
over the social structure, so that we end up, fifty years from now, living in
what might be described as continuous “balanced anarchy”? Or will it turn out
differently?

Read on, and find out.
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ROBERT M. METCALFE Preface

As we write this, the field of computing is fifty
years old. The ACM, Association for Comput-
ing, is celebrating its golden jubilee with a con-
ference, an exposition, and a book. All three
events have as their theme “The Next Fifty Years
of Computing”™—the ways in which information
technology will evolve and affect society in the
near future. This is the book.

The electron was discovered a century ago, by
J. J. Thompson in 1895. The first electronic com-
puters, built in the 1940s as part of the war ef-
fort, were to be used for large scientific calcula-
tions such as ballistic trajectories, the calculation
of which was extremely slow and error-prone
when done by hand. Electronic computers were
also used for code-breaking; Alan Turing’s ma-
chine at Blechley cracked the German Enigma
code, a fact not known publicly until twenty-five
years after the war ended. By 1950, as IBM and
Univac bet that computers would become the
engines to run large businesses, the news media
were calling them “electronic brains” and pro-
jecting that only a few dozen would be needed
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worldwide. Soon other companies joined the crowd—names like RCA, Bur-
roughs, ICL, General Electric—most of whom have disappeared or left the
computer business. The first programming languages—Algol, FORTRAN,
Cobol, and Lisp—were designed in the late 1950s and the first operating sys-
tems in the early 1960s. The first computer science departments were formed
in the mid 1960s. Microprocessors made their debut twenty-five years ago.
The first hand calculator appeared in 1972 and made the slide rule obsolete
overnight. The computer chip appeared in the late 1970s, the personal com-
puter around the same time, and the IBM PC in 1981. Ethernet was invented
in 1973 but did not appear on the market until 1980. Word processing,
spreadsheets, graphics, and database programs made the clerk typist, clerk ac-
countant, graphics designer, and record-keeper obsolete by the end of the
decade. The Internet, which descended from the ARPANET in the 1970s, and
the World Wide Web, which seemed to appear out of nowhere in 1992 (it was
actually created in 1989), joined forces with the personal computer to pro-
duce the revolution we are experiencing today. Along the way, the mainframe
computer became obsolete except as a computing engine for large applications
in business, science, and engineering. Computers are now in so many places
that we overlook many of them, except in the fall and spring, when we must
change all their clocks.

It has been a favorite pastime along the way to predict the future. The pre-
dictions have been notoriously bad. In 1950, Turing believed that by 2000 we
would have computers that could not be distinguished from humans by their re-
sponses to questions. Around 1960, the founders of artificial intelligence be-
lieved that thinking machines would be a reality within a decade or two, and in
particular that chess-playing machines would beat world masters by 1980. In
1968, the founders of software engineering believed that the discipline they
were inventing would solve the software crisis within a decade. In 1980, Bell
Labs believed that UNIX would become the world’s dominant operating sys-
tem. In 1982, Bill Gates thought that 640K of main memory would suffice for
user workspaces in operating systems for many years to come. In 1984, IBM be-
lieved that personal computers would not amount to anything. In 1985, many
people believed that the Japanese Fifth Generation project would produce intel-
ligent machines and place Japan untouchably at the forefront of the world com-
puting industry. None of these things happened. Many of the goals and as-
sumptions embedded in them have been abandoned or have remained elusive.

Much of what makes up our world of computing today could not have
been predicted. Who thought that most of the big names in the computer in-
dustry in the 1950s would have disappeared today? Who thought that com-
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puters more powerful than the million-dollar mainframes of the 1950s would
become so cheap and small that they would routinely be built into watches,
cars, radios, CD players, and scientific instruments? Who anticipated the
World Wide Web or thought it would replace the Internet as everyone’s focus
of attention? Who thought that e-mail and Web addresses would be a regular
part of every business card and advertisement? Who thought that FORTRAN
and Cobol, languages of the 1950s, would still be so well entrenched today?

As we stand on the threshold of the next fifty years of computing trying to
say something useful about them, we ought to be humbled by our past inca-
pacity to make predictions that were not only believable but actually came
true. Can we say anything useful about the next fifty years? We hope that
ACM97 will not so much make predictions as develop possibilities, raise is-
sues, and enumerate some of the choices we will face about how information
technology will affect us in the future.

Imagine that we brought back Henry Ford to show him today’s automo-
biles. He would not be so surprised by changes in design: cars still have four
wheels, steering, front-mounted internal-combustion engines, transmissions,
and the like. But he would be greatly surprised by the changes in human prac-
tices that have grown up around the automobile —for example, hot rods, strip
malls, drive-in fast food, cars as status symbols, rush hours, traffic reports on
the radio, and much more.

Alexander Graham Bell would be little surprised by the design of instru-
ments and switching systems—handsets, carbon microphones, dialing mecha-
nisms, crossbar switches, telephone exchanges, and operator services. But he
would be amazed by the changes in human customs that have grown up
around the phone—telephone credit cards, the Home Shopping Network,
universal phone numbers, “prestige” exchanges like New York’s old BUtter-
field 8 or Beverly Hills’s 271, public outcries over changes in area codes, elec-
tronic funds transfers, telemarketing, fax, and telephone pornography, and
much more.

Edison would doubtless be little surprised by current light bulbs and genera-
tors, but he would be astonished by international power grids, night baseball,
radio and television, lava lamps, electronics, computers, and much more. For that
matter, can you imagine trying to explain frequent-flyer miles to Orville Wright?

The surprises lie in the way people use new technologies and the new in-
dustries that spring from them, in what people see as opportunities and what
they see as obsolete.

In organizing this book, we wanted to avoid the trap of easy predictions.
Instead, we asked a group of world-recognized experts to examine the current
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realities of how people are using computers and what they are concerned
about, and then project the consequences over the next few decades. We also
asked them to examine the long sweep of history and discuss probabilities. We
asked them to think of a metaphor, the clearing in the forest, that represents
the space in which we can move freely, delimited by dense underbrush that im-
pedes movement. We asked them to take a serious look at the clearing—a
clearing in which people are limited by their practices, habits, outlooks, con-
cerns, and moods. We asked them to map out a portion of the clearing so that
others could navigate more freely. We think that they have done this ad-
mirably.

We sent invitations to winners of major ACM awards (Turing, software sys-
tems, education, and others), ACM fellows, and others who we felt have
something to say about the clearing. Even though the deadlines were incredi-
bly tight, we still received about two dozen responses, which resulted in the
twenty-one essays in this book.

The essays fell into three broad categories. The first group of six essays gives
us pictures of the coming technological revolution—speculations about
speeds and sizes of processors, memory, bandwidths, and networks and the
consequences of these technologies for the way people live and work. The sec-
ond group, six more essays, concerns the effect of cheap computers and com-
munications on our human and organizational identities—who we say we are,
how we want to be known, and who we are known as. The third group, eight
more essays, concerns the effects on business and innovation—what it will
take to be a leader, how to defend against attacks to the infrastructure, how to
coexist with the new forms of artificial software life and with each other, how
we will innovate, and how we will learn.

It is most striking that none of the writers have limited themselves to their
narrow specialties. Every one of them is concerned with how the technologies
to which they have devoted their lives will affect others. They are basically op-
timistic that the world will turn out well, but they do not hesitate to point out
drifts toward worlds that we may not want to inhabit. There are no doomsday
scenarios.

We are very pleased with the breadth and depth of thinking exhibited by
these authors. We believe that you will find much provocation and much so-
lace in what they have to say about the human spirit.

Peter J. Denning, Arlington, Virginia, January 1997
Robert M. Metcalfe, Boston, Massachusetts, January 1997
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The Coming Revolution

Try to imagine all the new kinds of computers
that will arrive in the next generation or two.
Imagine what we—actually our children and
grandchildren—will do with them all. One thing
is sure: whatever wild visions you can conjure are
too tame. Our authors weave tales of amazing
new technologies, sweeping changes in people’s
lives, dizzying distractions from the mainstream
of progress, human reluctance and inertia, and
arrival in a calm lagoon after a stormy trip. Fifty
years ago, computer science did not exist. Today
it is frothing into every aspect of life. Fifty years
from now computers will be as common and
cheap as paper clips are today, and as little no-
ticed.

Buckle up for the ride of your life. Get ready
to be catapulted through a dizzying array of com-
puting technologies that will arrive during the
next generation. Gordon Bell and Jim Gray are
your pilots. Bell designed the VAX, started sev-
eral computer companies, championed high-
performance computing, and has charted the de-
velopment of the Internet through “Version 3.0
Gray has designed databases of every kind from
traditional to relational to object-oriented to dis-
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tributed. Together, they give us a rare glimpse of the minds of creative tech-
nologists at work. What will happen, they ask, when every bit of data that ever
crosses your senses is recorded and indexed forever in your personal com-
puter? When a network of computers can be embedded in your body? Before
your very eyes they invent the body area network (BAN) to connect those em-
bodied chips, playfully extrapolating from today’s WAN and LAN. And just
when you think you understand, they dare to tell you that in all likelihood they
are wrong about nearly everything they foresee.

Vinton Cerf takes over in midair. One of the inventors of the Internet pro-
tocols and a founder of the Internet Society, Cerf shifts attention from chips
and databases to the global high-speed network. He focuses on the way our
great-grandchildren will live and work with ubiquitous, unbelievably fast
computers and incredibly high-bandwidth communications—when computa-
tion and communication can be wasted and distance will be meaningless.

Bob Frankston allays our fears that the accelerating rocket will disintegrate
against the barriers of physical limits. Frankston, a coinventor of the first
spreadsheet and a network entrepreneur, is not used to seeing limits where
others see them. In his mind, the laws that tell us that chip speeds, memory
sizes, transition densities, and communication bandwidths will double every
eighteen months are misleading. In the backs of our minds we know that these
doublings cannot go on forever, so we wonder how the projections of Bell,
Gray, and Cerf can possibly be realized. Doubling laws live in a mentality of
scarcity: they assume implicitly that we consume the resource with exponen-
tially voracious appetites until suddenly it is exhausted. The evidence of his-
tory belies this theory. For centuries, technologies have been used to sidestep
scarcities. They transform the meanings of resource, demand, and need. They
lower the costs of alternatives and eventually render the original resource ob-
solete. They express the boundless human capacity to invent tomorrow’s ways
around yesterday’s barriers.

Once we've reached cruising altitude, Edsger Dijkstra invites us to reflect
on the changes and ask how much has really changed. He built his reputation
around software systems that control chips and links. He built the first Algol
compiler and the first level-structured operating system based on concurrent

processes, and he invented structured programming. He has long been a pro-
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ponent of well-designed programs that can be easily understood. He cautions
against the heady optimism expressed by the previous authors and reminds us
that the future belongs to those who can find simplicity where everyone else
sees only complexity—as he puts it, to those who see the tide, not just the
waves.

As we begin our descent, Richard Hamming asks us to reflect further on
the very way we tend to think about the future. Hamming has contributed
many of the most lucid explanations of coding theory (the Hamming error-
correcting code is named after him), probability, statistics, and numerical
computation that exist in the literature of computing and applied mathemat-
ics. He has spent much of his life watching not only the products of creative
thought but how creative thinkers work and what makes them creative in the
first place. He warns that we cannot understand technologies and follow their
evolution until we know what people are concerned about and how they will
use technologies to satisfy their concerns.

Mark Weiser and John Seeley Brown give us a smooth, soft landing. They
have worked with distributed, personal computing at Xerox Palo Alto Re-
search Center for two decades. They divide the age of computing into three
eras. In the first, the era of the mainframe, computers were few and expensive;
many people had to share the use of any one of them. In the second, the era of
the personal computer, computers were sufficiently numerous that each per-
son could have his own. In the third, the coming era of the ubiquitous com-
puter, computers will outnumber people by many orders of magnitude, and
each person will use hundreds or thousands of them. As our descendants learn
to live with all those computers, the computers will cease to be visible or mat-
ters of direct concern. They will no longer appear to be sources of chaos and
uncertainty. That final outcome will mark the age of calm technology.

These authors have left much unsaid. There is nary a word about that stuff
of science fiction—bionic computers that use biochemical processes to store,
retrieve, and process information; computers incredibly smaller than the chips
that Bell, Gray, Cerf, and Frankston envisage; computers that are grown, not
etched. Such tales will be told in another book.
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GORDON BELL

& JAMES N. GRAY The Revolution
Yet to Happen

Introduction

By 2047 almost all information will be in cyber-
space—including a large percentage of knowl-
edge and creative works. All information about
physical objects, including humans, buildings,
processes, and organizations, will be online. This
trend is both desirable and inevitable. Cyberspace
will provide the basis for wonderful new ways to
inform, entertain, and educate people. The infor-
mation and the corresponding systems will
streamline commerce but will also provide new
levels of personal service, health care, and au-
tomation. The most significant benefit will be a
breakthrough in our ability to communicate re-
motely with one another using all our senses.
The ACM and the transistor were invented in
1947. At that time, the stored-program com-
puter was a revolutionary idea and the transistor
was just a curiosity. Both ideas evolved rapidly.
By the mid 1960s, integrated circuits appeared —
allowing mass fabrication of transistors on sili-
con substrates. This allowed low-cost, mass-

P. J. Denning et al., Beyond Calculation
© Springer Science+Business Media New York 1997
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produced computers. These technologies enabled extraordinary increases in
processing speed and memory coupled with tremendous declines in price.

The only form of processing and memory more easily, cheaply, and rapidly
available is the human brain. Peter Cohrane® estimates the brain to have a pro-
cessing power of around one thousand million million operations per second
(one petaops) and a memory of ten terabytes. If current trends continue, com-
puters could have these capabilities by 2047. Such computers could be “on
body” personal assistants able to recall everything one reads, hears, and sees.

For five decades, progress in computer technology has driven the evolution
of computers. Now they are everywhere: from mainframes to pacemakers,
from the telephone network to carburetors. These technologies have enabled
computers to supplement and often supplant other information processors,
including humans. In 1997, processor speed, storage capacity, and transmis-
sion rates are evolving at an annual rate of 60%, doubling every eighteen
months, or 100 times per decade.

It is safe to predict that computers in the year 2047 will be at least one hun-
dred thousand times more powerful than those of today.* However, if process-
ing speeds, storage capacities, and network bandwidths continue to evolve in
accordance with Moore’s Law,!? improving at the rate of 1.60 per year, then the
computers in 2047 will be ten billion times more powerful than those of today!

A likely path, clearly visible in 1997, is the creation of thousands of essen-
tially zero-cost, specialized, system-on-a-chip computers that we call Mi-
croSystems. These one—chip, fully networked systems will be embedded in
everything from phones, light switches, and motors to the walls of buildings,
where they will serve as eyes and ears for the blind and deaf. Onboard net-
works will “drive” vehicles that communicate with their counterparts embed-
ded in highways and other vehicles. The only limits will be our ability to in-
terface computers with the physical world—that is, to design the interface
between cyberspace and physical space.

Algorithm speeds have improved at the same rate as hardware, measured in
operations to carry out a given function or generate and render an artificial
scene. This synergistic hardware-software acceleration will further shorten the
time that it will take to reach the goal of a fully “cyberized” world.

This chapter’s focus may appear conservative because it is based on extrap-
olations of clearly established trends. It assumes no major discontinuities and

*The Semetech (1994) National Semiconductor Roadmap predicts that by 2010, 450 times as many transistors
will reside on a chip than in 1997. This estimate is based on an annual growth in transistors per chip of a factor
of 1.6. Only a factor 225, or an annual improvement of 1.16, would be required over the remaining thirty-seven
years.
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assumes more modest progress than in the last fifty years. It is not based on
quantum computing, DNA breakthroughs, or unforeseen inventions. It does
assume serendipitous advances in materials and microelectromechanical sys-
tems (MEMS) technology.

Past forecasts by one of us (Bell) about software milestones, such as com-
puter speech recognition, tended to be optimistic, but these technologies usu-
ally took longer than expected. On the other hand, hardware forecasts have
mostly been conservative. For example, in 1975, as head of research and de-
velopment at Digital Equipment, Bell forecast that a $1,000,000, eight
megabyte, time-shared computer system would sell for $8,000 in 1997, and
that a single-user, sixty-four kilobyte system such as an organizer or calculator
would sell for $100. While these twenty-two-year-old predictions turned out
to be true, Bell failed to predict that high-volume manufacturing would fur-
ther reduce prices and enable sales of one hundred million personal comput-
ers per year.

In 1945, MIT Professor Vannevar Bush* wrote prophetically about the
construction of a hypertext-based library network. He also outlined a speech-
to—printing device and head— mounted camera. Charles Babbage was similarly
prophetic in the nineteenth century in his description of digital computers.
Both Bush and Babbage were, however, rooted in the wrong technologies.
Babbage thought in terms of gears, while Bush’s Memex, based on dry pho-
tography for both storage and retrieval, was completely impractical. Nonethe-
less, the inevitability and fulfillment of Babbage’s and Bush’s dreams have fi-
nally arrived. The lesson from these stories is that our vision may be clear, but
our grasp of future technologies is probably completely wrong.

The evolution of the computer from 1947 to the present is the basis of a model
that we will use to forecast computer technology and its uses in the next five
decades. We believe that our quest is to get all knowledge and information into
cyberspace, indeed, to build the ultimate computer that complements “man?

A view of cyberspace

Cyberspace will be built from three kinds of components (as diagrammed in
Figure 1.1)

 computer platforms and the content they hold, made of processors,
memories, and basic system software;

* hardware and software interface transducer technology that con-
nects platforms to people and other physical systems; and

* networking technology for computers to communicate with one another.
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Internet: Network of Networks

Public and Private
Wide Area Networks

Local Area Networks &
Home Networks

System Area
Networks
car, plane etc. '
Networks 'y

Digital interfaces to people and the rest of the physical world

Figure 1.1. Cyberspace consists of a hierarchy of networks that connects computer
platforms that process, store, and interface with the cyberspace-user’s environments in
the physical world.

The functional levels that make up the infrastructure for constructing the
cyberspace of Figure 1.1 are given in Table 1.1.

With increased processing, memory, and ability to deal with more of the
physical world, computers have evolved to handle more complex data types.
The first computers only handled scalars and simple records. With time, they
evolved to work with vectors, complex databases, graphical objects for visual-
ization, and time-varying signals used to understand speech. In the next few
years, they will deal with images, video, and provide virtual reality (VR)* for
synthesis (being in artificially created environments such as an atomic struc-
ture, building, or spacecraft) and analysis (recognition).

*Virtual Reality is an environment that couples to the human senses: sound, 3-D video, touch, smell, taste, etc.
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Table 1.1.  Functional levels of the cyberspace infrastructure.

6 cyberspace-user environments mapped by geography, interest, and demography
for commerce, education, entertainment, communication, work, and
information gathering

5 content, e.g, intellectual property, consisting of programs, text, databases of all types,
graphics, audio, video, etc, that serve the corresponding user environments

4 applications for human and other physical world use that enable content creation

hardware and software computing platforms and networks

2 hardware components, e.g., microprocessors, disks, transducers, interfacing to
the physical world, network links

1 materials and phenomena, e.g,, silicon, for components

All this information will be networked, indexed, and accessible by almost
anyone, anywhere, at any time— 24 hours a day, 365 days a year. With more
complex data-types, the performance and memory requirement increase, as
shown in Table 1.2. Going from text to pictures to video demands perfor-
mance increases in processing, network speed, and file memory capacity by
factors of one hundred and one thousand, respectively. Table 1.2 lists the mem-
ory requirements necessary for an individual to record everything he or she has
read, heard, and seen during their lifetime. These values vary by a factor of
40,000: from a few gigabytes to one petabyte (PB)—a million gigabytes.

We will still live in towns, but in 2047 we will be residents of many “virtual
villages and cities” in the cyberspace sprawl defined by geography, demo-
graphics, and intellectual interests.

Table 1.2. Data rates and storage requirements per hour, day, and lifetime for a
person to record all the text they've read, all the speech they've heard, and all the
video they've seen.

storage
data rate storage needed  neededina
Data type (bytes per second) per hour and day lifetime
read text, few pictures 50 200 KB; 2-10 MB 60-300 GB
speech text @120 wpm 12 43 K; 0.5 MB 15 GB
speech (compressed) 1,000 3.6 MB; 40 MB 127TB

video (compressed) 500,000 2GB;20GB 1PB
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Multiple languages are a barrier to communication, and much of the
world’s population is illiterate. Video and music, including gestures, are, how-
ever, universal languages easily understood by all. Thus, the coupling of im-
ages, music, and video with computer translation of speech may become a
new, universal form of communication.

Technological trends of the past decade allow us to project advances that
will significantly change society. The PC has made computing affordable for
much of the industrial world, and it is rapidly becoming accessible to the rest
of the world. The Internet has made networking useful, and it will become
ubiquitous as telephones and television become “network”-ready. Consumer-
electronics companies are making digital video authoring affordable and use-
ful. By 2047, people will no longer be just viewers and simple communicators.
Instead, we’ll all be able to create and manage as well as consume intellectual
property. We will become symbiotic with our networked computers for home,
education, government, health care, and work, just as the industrial revolution
was symbiotic with the steam engine and later with electricity and fossil fuels.

Let’s examine the three cyberspace building blocks: platforms, hardware
and software cyberization interfaces, and networks.

Computer platforms: The computer
and transistor revolution

Two forces drive the evolution of computer technology: the discovery of new
materials and phenomena and advances in fabrication technology. These ad-
vances enable new architectures and new applications. Each advance touches a
wider audience, raises aspirations for the next evolutionary step, and stimu-
lates the discovery of new applications that drive the next innovative cycle.

Hierarchies of logical and physical computers:
many from one and one from many

One essential aspect of computers is that they are universal machines. Starting
from a basic hardware interpreter, “virtual computers” can be built on top of a
single computer in a hierarchical fashion to create more complex, higher-level
computers. A system of arbitrary complexity can thus be built in a fully layered
fashion. The usual levels are as follows. First a micromachine implements an
instruction-set architecture (ISA). Above this is layered a software operating
system to virtualize the processors and devices. Programming languages and
other software tools further raise the level of abstraction. Applications like
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word processors, spreadsheets, database managers, and multimedia editing
systems convert the systems to tools directly usable by content authors. These
authors are the ones who create the real value in cyberspace: the analysis and
literature, art and music, movies, the web sites, and the new forms of intellec-
tual property emerging on the Internet.

It 1s improbable that the homely computer, built as a simple processor-
memory structure, will change. It is most likely to continue on its evolutionary
path with only slightly more parallelism, measured by the number of opera-
tions that can be carried out per instruction. It is quite clear that one major evo-
lutionary path will be the multitude of nearly zero-cost, MicroSystem (system-
on-a-chip) computers customized to particular applications.

Since one computer can simulate one or more computers, multiprogram-
ming is possible, where one computer provides many computers to be used
by one or more persons (timesharing) doing one or more independent
things via independent processes. Timesharing many users on one computer
was important when computers were very expensive. Today, people only
share a computer if that computer has some information that all the users
want to access.

The multicomputer is the opposite of a time-shared machine. Rather than
many people per computer, a multicomputer has many computers per user.
Physical computers can be linked to behave as a single system far more pow-
erful than any single computer.

Two forces drive us to build multicomputers: processing and storage de-
mands for database servers, web servers, and virtual reality systems exceed the
capacity of a single computer; and at the same time, the price of individual
computers has declined to the point that even a modest corporate budget can
afford a dozen computers. These computers may be networked to form a dis-
tributed system. Distributed operating systems using high-performance, low-
latency system area networks (SANs) can transform a collection of indepen-
dent computers into a scalable cluster that can perform large computational
and information-serving tasks. These clusters can use the spare processing and
storage capacity of the nodes to provide a degree of fault tolerance. Clusters
then become the server nodes of the distributed, worldwide “intranets.” all of
which interconnect to form the Internet.

The commodity computer nodes will be the cluster building blocks, which
we will call CyberBricks.® By 2010, Semetech predicts the existence of Cyber-
Bricks with memories of thirty gigabytes, made from eight-gigabyte memory
chips with processing speeds of fifteen giga-instructions per second.!¢
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Consequently, massive computing power will come via scalable clusters of
CyberBricks. In 1997, the largest scalable clusters contain hundreds of comput-
ers. Such clusters are used for both commercial database and transaction pro-
cessing and for scientific computation. Meanwhile, large-scale multiprocessors
that maintain a coherent shared memory seem limited to a few tens of proces-
sors, and they have very high unit costs. For forty years, researchers have at-
tempted to build scalable, shared-memory multiprocessors with over fifty
processors, but this goal is still elusive because the price and performance have
been disappointing. Given the low cost of single-chip or single-substrate com-
puters, it appears that large-scale multiprocessors will find it difficult to compete
with clusters built from CyberBricks.

Semiconductors: Computers in all shapes and sizes

While many developments have permitted the computer to evolve rapidly, the
most important gains have been made in semiconductor circuit density in-
creases and storage density in magnetics, measured in bits stored per square
inch. In 1997, these technologies provide an annual 1.6-fold increase. Due to
fixed costs in packaging and distribution, prices of fully configured systems
improve more slowly, typically twenty percent per year. At this rate, the cost of
computers similar to those commonly used today will be one-tenth of their
current prices in ten years.
Density increases enable chips to operate faster and cost less because:

* The smaller everything gets, approaching the size of an electron, the
faster the system behaves.

* Miniaturized circuits produced in a batch process tend to cost very little
once the factory is in place. The price of a semiconductor factory appears
to double with each generation (three years). Still, the cost per transistor
declines with new generations because volumes are so enormous.

Figure 1.2 shows how the various processing and memory technologies
could evolve over the next fifty years. The semiconductor industry makes the
analogy that if cars evolved at the rate of semiconductors, today we would all
be driving Rolls Royces that go a million miles an hour and cost twenty-five
cents. The difference here is that computing technology operates in accor-
dance with Maxwell’s equations defining electromagnetic systems, while most
of the physical world operates according to Newton’s laws defining the move-
ment of objects with mass.

In 1958, when the integrated circuit (IC) was invented, until about 1972,
the number of transistors per chip doubled each year. In 1972, the number
began doubling only every year and a half, or increasing at sixty percent per
year, resulting in improvement by a factor of one hundred each decade. Con-
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Figure 1.2. Evolution of computer processing speed in instructions per second and
primary and secondary memory size in bytes from 1947 to the present, with a surprise-
free projection to 2047. Each division represents three orders of magnitude and occurs
in roughly fifteen—year steps.

sequently, every three years semiconductor memory capacities have increased
fourfold. This phenomenon is known as Moore’s Law, after Intel’s Founder
and Chairman, Gordon Moore, who first observed and posited it.

Moore’s Law is nicely illustrated by the number of bits per chip of dynamic
random-access memory (DRAM) and the year in which each type of chip was
first introduced: 1K (1972), 4K (1975), 16K (1978), ... 64 M (1996). This
trend is likely to continue until 2010. The National Semiconductor
Roadmap!® calls for 256 Mbits or 32 megabytes next year, 128 megabytes in
2001, and 8 gigaBytes in 2010!

The memory hierarchy

Semiconductor memories are a key part of the memory hierarchy because they
match processor speeds. A processor’s small, fast registers hold a program’s
current data and operate at processor speeds. A processor’s larger, slower cache
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memory built from static RAM (SRAM) holds recently-used programs and
data that come from the large, slow primary memory DRAMs. Magnetic disks
with millisecond access times form the secondary memory that holds files and
databases. Electro-optical disks and magnetic tape with second and minute ac-
cess times are used for backup and archives, which form the tertiary memory.
The memory hierarchy exploits the fact that recently-used information is likely
to be accessed again in the near future, and that a block or record is brought
into primary memory from secondary memory is likely to have additional in-
formation that will be accessed soon.

Note that each successively lower level in this technological hierarchy is
characterized by slower access times and more than an order of magnitude
lower cost per bit stored. It is essential that each given memory type improve
over time, or else it will be eliminated from the hierarchy.

Just as increasing transistor density has improved the storage capacity of
semiconductor memory chips, increasing areal density, the amount of informa-
tion that can be stored per unit area, has directly affected the total storage ca-
pacity of disk systems. IBM’s 1957 disk file, the RAMAC 350, recorded about
one hundred bits along the circumference of each track, and each track was sep-
arated by 0.1 inch, giving an areal density of one thousand bits per square inch.
In early 1990, IBM announced that one of its laboratories had stored one bil-
lion bits in one square inch, and they shipped a product with this capacity in
1996. This technology progression of six orders of magnitude in thirty-three
years amounts to a density increase at a rate of over fifty percent a year.

Increases in storage density have led to magnetic storage systems that are
not only cheaper to purchase but also cheaper to own, primarily because the
density increases have markedly reduced physical volume. 5/4" and 31/," drives
can be installed in a workstation; the smaller disks store much more, cost
much less, are much faster and more reliable, and use much less power than
their ancestors. Without such high-density disks, the workstation environ-
ment would be impossible.

In 1992, electro-optical disk technologies provided a gigabyte of disk
memory at the cost of a compact audio disc, making it economically feasible
for PC or workstation users to have roughly four hundred thousand pages of
pure text or ten thousand pages of pure image data instantly available. Simi-
larly, advances in video compression using hundreds of millions of operations
per second permit VHS-quality video to be stored on a CD. By the year 2000,
one CD will hold 20 gigabytes, and by 2047 we might expect this to grow to
20 terabytes.
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Connecting to the physical world

Basic hardware and generic transducer-software technology, coupled with net-
working, governs the new kinds of computers and their applications, as shown
in Table 1.3. Paper can be described as a special case because of its tremendous
versatility for memory, processing, human interface, and networking. Paper
was civilization’s first computer.

The big transitions will come with the change in user interface from win-
dows, icons, mouse, and pull-down menus (WIMP) to speech. In addition to
speech, camera input of gestures or eye movements could enhance the user in-
terface. In the long term, visual and spatial image input from sonar, radar, and
global position sensing (GPS) with a worldwide exact time base coupled with
radio data links will open up new portability and mobility appl